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• Solubility Dataset:

Abstract
Chemical knowledge traditionally operates in terms 
of important groups relevant to a molecule's 
properties. This meshes poorly with current 
machine learning approaches, which are difficult to 
interpret or incorporate by chemical engineers. 

Some methods exist for interpretation of predictive 
models, but these are incapable of the exploration 
that is necessary to find selective binders, a 
notoriously difficult domain. Generative models, 
while are among the most promising in 
cheminformatics for the ability to generate small 
molecule drug leads while optimizing for specific 
properties, are particularly guilty of this.

This project aims to combine these two approaches 
by first identifying the ‘most relevant 
pharmacophores’ for an arbitrary molecular 
prediction task, and then generating a chemically 
valid molecule incorporating that pharmacophore.

This project aims to apply to this approach to the 
difficult task of docking selectivity among similar 
tRNA synthases, a common target for antibiotic 
drug discovery research. Validation is through 
running classical docking simulations on the 
generated molecules. 

• Model A: Pharmacophore Identifier 
• Training:
• Graph convolutional layers producing a final set of node embeddings per atom-degree pair
• Fed into a deep layer to predict labels (ex: binding affinity, solubility, etc)
• 1-layer to maintain correlation between embeddings & labels

• Evaluation:
• Compare each fingerprint feature vs labels, calculate R², return most anti/correlated features
• Atom-degree pair with highest activation for most correlated feature is the ‘most correlated 

pharmacophore’ 

• Model B: Small Molecule Generator
• Training:
• Graph convolutional layers producing a final set of node embeddings per atom-degree pair
• Aggregated (summed) to produce subgraph embedding
• Next-Node Prediction:
• Subgraph embedding fed into two multilayer perceptron's, predicting the Gaussian mean & variance 

of the feature labels (e.g. C,N,O,P,… one-hot encoded; dequantized)
• Next-Edge Prediction:
• Subgraph embedding, origin node embedding, and destination node embedding all fed into two 

MLPs predicting Gaussian mean & variance of the bond labels (e.g. single bond, double,… one-hot 
encoded; dequantized)

• Reject unless valid # of bonds
• To train, iteratively feed in subgraph i, predicting node i+1 bond features and (node i->node j) edge 

features for all j in subgraph I
• Loss is negative log likelihood with penalty term for variance

• Generation: 
• Begin predicting from final atom in pharmacophore
• Predict next node/edge mean, var vectors; sample var, add & argmax to get predicted type

• Human variant ProRS-binding Dataset

• Bacterium (E. coli) variant ProRS Dataset

• Cyanobacteria (G. violaceus) variant ProRS Dataset

Below are the pharmacophore's produced by Model 
A on various datasets: solubility as an easily 
interpretable case example to judge performance, 
as well as three different species-specific AARS 
target binding affinity datasets intended to be 
analyzed.

Motive
•AARSs are a common target for antibiotic drug 
discovery research
•Structural variations common in AARSs from different 
species
•Possibility for pathogen-specific AARS inhibitors
•Prolyl-tRNA Synthetases (ProRSs) - a specific 
example of an aminoacyl tRNA synthetases (AARS), 
chosen for it’s complexity
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